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Reinfor cement L earning

Choose optimal actions (control strategies, policies) based
on experience gained by acting in an environment.

e |leaningwithou ateacher
e leaning bytrial and error

Typical scenarios

 Mobile roba navigation, movement (leg control) and gl
leaning, Game Playing (Badkgammon, Othello), ...

Central problem

 Delayed reward (no immediate clasgfication / feedbadk
available for most adions)

[1 Temporal Credit Assignment Problem
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Example: Learningto Play Checkers

Initial formulation of learning task

o Task: play checkers

» Performance measure: percent of games won in world tournament
» Training experience. games played against itself

To bedefined

» Exact type of knowledge to be learned (target concept)

» A representation for this target concept

* A leaning medianism
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Definition of Target Function

Given...

» Definition of possible board states B

» Generation of all legal moves from any board state: M: B - B
Possible target functions

» Action seledion function ChooseMove: B - M; output: recommended move
m [ M given board state b [ B.

» Heuristic evaluation function V: B — R; output: evaluation of quality / promise
r (red number) of board state b L1 B

L earning the target functions

» To lean action seledion function, we would need examples of good / optimal
moves (L1 BxM) —hard to get, even experts are not always sure.

» To learn heuristic evaluation function, we would need examples of rated board
states (L1 BxR) — easier to get / approximate, sometimes part of game theory

e Evaluation functionV: B - Riseasier to lean!

 Using V to make dedsions in playing: Given state b, try al possible moves
M (b), evaluate them with VV and choose the move with the highest evaluation.
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Evaluation Function V

Possible evaluation function V for our checkers problem
 if bisafina board state and iswon: V(b) = 100
 if bisafina board state and islost: V(b) =-100
 if bisafina board state and isdrawn: V(b) =0

o otherwise (if b is not a final board state): V(b)=V(f(b)), where f(b) is the best
final board state reachable from b by optimal play LI V(f(b)) [{-100, 0, 100}

Non-operational definition! (i.e. we would neal to know optimal play a priori to
determine f(b) and thus V (f(b)) — but thisis what we ae looking for!)

[J Learn operational approximation V' of ideal target V
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Representation of V'

Characterize board state via set of six features (very simple board
repr esentation dueto [Simon, 1963])

* X, : number of black pieces on the board

* X, : number of white pieaes on the board

* X5 : number of black kings on the board

* X, : number of white kings on the board

* Xz : number of black pieces thregened by white

* X : number of white pieaes threatened by black
Represent V’'(b) aslinear function of these 6 features:
V' (b) = Wy + WX, + WX, + WoXg + W, X, + WeXe + WeXg

L earning problem: Lean values for coefficients w, 4 so that V'(b) gives high
values for good/promising board states, and low values for undesirable states.

More complex approximations are possible, e.g. all regression learners, neural
networks, rote learning, abitrary numeric function of board features etc..
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We still need...

Training examples for V: [b,V,.,.(b)] where b = board state, described by 6
features; V,.,,(b) = evaluation of b (ideally: value of optimal function V(b) — or
at least afeasible goproximation)

An example: [(X, =3,X,=0,X;=1,X,=0, Xs =0, Xz = 0), +100]
= final board state, won for black because x, = 0

Function approximation (= learning) algorithm L for learning target function
V':B - R, given finite number of examples (b,V,,(b))

Problem: Correct evaluation V(b) is known only for fina states, but is unknown
for al intermediate states!

Solution (ssmple form of Q-learning): Estimate training value V. ;,(b)) by using
the current estimate (V') of the quality of b’s successor state (because that state
IS one step closer to the final state, whose true esaluation is known):

o if bisafina board state and is won/lost/drawn: V,(b) = +100/-100/0
 otherwise (i.e., if bisnot afinal board state): V., ,,(b) =V’ (succesor(b))

Effect: Stepwise back-propagation of information (estimated values) from fina
game states to intermediate states. Update dter each game.
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Example: Learning Checkers

. Initialize V" with wy=w;=wy = wy=wy=we=w;=10

. Play game 1, using current (initializecl} function ¥’ as ‘guidance’

Game 1 ﬁ E — — ﬁ —_— E
Jmur('rj}
= Vb, -/

0 Cl' 0 0 +100

i B;) fOr the states produced in this game
(assume: the game was won)

. Estimate training values F,

. Use learning algerithm L to update ' based on new examples ([#,.V, . (b)) ... [Be V., (B])

. Play game 2, using newly updated function " as guidance

Game 2 E ﬁ_h AE ﬁ

f.':’fﬂl{h]
— V{hrll] 1;}_ 1;:, 'PJ._J Vi ‘.(?‘—'D] -100

. update ", play, estimate evaluation for new training examples, update I', play, .........
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Def.. Reinforcement L earning

An agent interacting with its
environment. The agent exists
Agent In an environment described by
some set of possible states S. It

can peform any of a set of
stat freward action possble actions A. Each time it
performs an action a, in some
state s, the agent receives a real-

_ valued reward r, that indicates
Environment the immediate value of this
state-action transiti on.

This produces a sequences of
states s , adions & , and
immediate rewards r; as $own

sg 2 s L sy 2 5 . ontheleft. The agent's task isto

1 2 lean a control policy Tt S— A

that maximizes the expected

sum of these rewards, with

V()= to+¥r +¥ 1+ ... . where 0<<l future  rewards  discounted
exponentially by their delay.

o

Goal: Learn to choose actions that maximize
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Refined Definition RL & Solutions

Learn optimal policy 1*: S A (i.e. pdicy that maximizes
V_(s) for al starting states s—nat only for s,!)
T = arg max,. V. (s), Us

How tolearn?

* |If bathr(s,a) and state transition function o(s,a) are known:
Efficient solution via dynamic programming techniques.

 |If not, more general approad is nealed: Q-L earning

Problem: Canna lean 1*: S— A directly: Training catais
just sequence of immediate rewardsr(s , &,).

[ Learn V*: S R instead, just likein Checkers example!
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Q-Learning

Optimal evaluation function V*: S- R
» Agent should prefer state s, over state s, whenever V*(s)) > V*(s,)

» Optimal action in state sis adion a that maximizes immediate reward r(s,a) plus
V* of immediate succesr state (discounted by Y):

T (s) = argmax(r(s,a) + y*(d(s,a))) where state-transition function
d(s,a) gives the state resulting from applying adion a to state s

Problem: V*(s) can be usefully applied to make decisions only if reward function
r(s,@) and state transition function o(s,a) are known —which they are not!

Solution: Learn evaluation function for pairs (state,action) instead:
Q: SXA-R
Q(s@)=r(sa)+yV*(d(s,a)) - T (s) = argmax, Q(s,a)
substitute V* (s)=max_,Q(s,a): Q(s,a)=r(s,a)+ymax_,Q(d(s,a).a' )

Key idea: Iterative goproximation, i.e. using current approximation Q' of
succes9r state to improve estimate of Q' in previous gate.
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Example World
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Algorithm for learning Q

Representation d Q': large table with separate entry for each
<s,a> state-adion [air.

For each s, ainitializethe table entry Q’(s,a) to zero

Observe the airrent state s

Do forever:

» Seled an action a and execute it

e Recave immediate reward r

* Observe the new state succ(s)=9(s,a)

» Update the table entry for Q'(s,a) asfollows:
Q(s:a) =1 +ymax, Q(sucy(s),a)

e S=sucq(s)
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One Step of Q-Learning

Artificial world defined by functions & and r:

1o

100

7

1

=

=k

100l

Q'(81 i) < 1+ y max,. Q'(s,,a’)
= 0+ 0.9 maxi63, 81, 100}
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One learning step (y = 0.9):
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Convergence

Theorem: Convergence of Q learning for deterministic Markov decision
processes (M DPs)*

« Consider a Q learning agent in a deterministic MDP with bounded
rewards [1(s,a) |[r(s,@)| < c.

« The aent uses the training rule Q'(sa) = r + y max,Q’(succ(s),a),
Initi ali zes its table Q'(s,a) to arbitrary finite values, and uses a discount
factor y with 0<y<1.

« Let Q' (s@ denote the agent’s hypothesis Q’(s,a@ following the nth
update.

[l If each state-adion pair is visited infinitely often, then Q' (s,@) converges
to Q(s,@ asn — oo, for dl s, a

* Deterministic Markov process. next state and reward depend only (and
deterministicdly) on the previous date and action.
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Major Successfor Reinforcement Learning

 Started with only basic rules of Backgammon

« Leaned by playing against itself via Tempora-Difference Leaning
(=generdizaion o Q-learning, using a neural network to approximate Q)

» Result: Excellent play at grandmaster level. In some caes, has even changed
expert's judgement of best move.
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However, later shown to rely on Backgammon s specific structure - much
simpler approaches work equally well. RL does not work so well for most
other games, e.g. Go and Othello. Hand-tuning V' works better in some
cases, e.g. the Checkers Champion Chinook (Schaeffer, 1997).
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Live Demonstration

Vier Gewinnt (Andreas Zugaj, 2004 Prakt. @ OFAI)

o Description d board state & binary set of existing lines
and their directions (e.g. haizontal line with 2 stones), for
each column separately.

* Rotelearning d V' with ore-ply lookahead. Randam move
If rewards for some lumns are unknawvn (forces
exploration). y=0.9for determining rewards.

e Moderate playing strength after 10° self-play games (equiv.
toafew CPU hous)

[0 No gandmaster-level program, but good result for a
simple approach using little background knowledge.
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