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RoboSail

Autopilot  for  1-person
salling: controls sl & rudder

Includes many state-of-the-
art Al and ML componrents.

Human jargon as background
knowledge, disambiguated by
leaning from examples.

Water wave sensors and
prediction, wind sensors,
GPSnavigation...

Raceproven: Won 2002Dual
RoundBritain & Ireland
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RoboSall (2)

Shows the complexity of building a system that shows
human-like intelligencefor a speafic domain.

 Threeyeasto buld first prototype, ancther threeyeas for
commercial exploitation.

« Human background knaviedge plays an important part,
but techniques from Madine Learning dues all together.

Human knowledge: If you are sailing close-hauled and
thereisa gust of wind then steer the boat a bit windward.

RoboSail's trandation: If the agparent wind ange is
between dLow and dHigh degrees and the gparent wind
speed average meanS increases by a faador of f for more
than t seaonds, then stea the ship E degrees windward.

L earn unknown constants from examples!
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Spam Filtering

Problem

e Spam: Nonspam=17:1; 200-300spams/day...

e Locd instalation d SpamAssassn: Combines 900+
regular expresson rules plus NaiveBayes leaner. Each

rule (includng NB learner) has a score. Mails are
clasgfied as Spam when sum scores exceeal threshold.

 Works gquite well after extensive fine-tuning. Not feasible
to dothisfor al my colleagues...

[1 Idea: Formulate fine-tuning as a ML task. Multi-view
learning: Mail can be described via NB learner, or via
applying 9006 rules. Learn scores via Linear Regression,
then train misclassfied examples via NB, and repeat until
convergence, or limit of 13 iterationsisreaded.
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Spam Filtering (2)

Results — Qualitative
» Performance seems even better than hand-tuned system(!)
o Adapted for seven of my colleagues: widely appreciated

* Currently testing ore model for whale institute, trained by
poding mails from seven coll eagues plus myself.

Results — Quantitative

« More spams recognzed than Symantec BrightMail
(expensive commercia system), bu more hams lost. A
smpler leaner, SpamBayes, is even competitive to
BrightMail!

* Doesnat nead 1.4GB monthly updates (as BrightMail), but
remains dable for at least a few months. One of the
systemsisnow in use for amost ayea withou upcétes.
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The Lumiere Projed - MS Office Assistant

 Based on sability research

(1998 with a human expert
giving advice Aim: To
crede aitomated asgstants
with similar performance

Manually creded Bayesian
networks to predict User's
goals from his Actions and
explicit Queries.

For explicit queries, experts
asesxed cond. pobabilities
for words within a query,
separately for forty speafic
goals and 600words.

User expertise
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The Lumiere Projed - MS Office Assistant

A goad idea! Why it may not work so well...

« Mainly a static model. Does not take spedfic user into
account even if his nedals differ. User expertise modelling
was removed in final version which worsens this problem.

e A hard problem: If you try to adiieve something which is
not one of the forty modelled gaals, the system's advice wil |
aways be distracting. The system does nat know its [imits.

« Most probabilities eem to have bean estimated manually
and namalized in a complex way. However, humans are
notoriously bad at assgning probabilities to rare events.

Microsoft is currently working on utilizing Bayesian
learning for spam filtering, where it should work better.
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BioMInT: Biological Text Mining

Resear ch project funded by the EU (2003 — 2005)

* Develop a generic text mining toad for content-based and
knowledge-intensive informationretrieval and extraction

e To be applied to the aanaation d the SwissProt and
PRINTS proteomics databases with information mined
from scientific papers; andto buld human-readable reports

o Adapted to the needs of biologicd reseachers in general
and specifically for SwissProt / PRINTS annaation.

Useful metaphor: In-silico research / curator assistant

. = www.biomint.org
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TheBioMInT Tool

General workflow

ok w

User enters protein / gene name

Name is looked up in comprehensive Gene and Protein
Synonym Database (GPSDB). Seledion criteria: spedes,
taxonamic range, source database and source field.

This expands Name with (almost) all known synonyms.
Generate & execute PubMed guery with al synonyms.
Retrieve references, filter and rank byrelevance

Extrad information for annaation pupaoses (PRINTS,SP)

1. & 2. have recently been made available to the public
on biomint.oefai.at (Biolnformatics Journal - Application
Note has been recently published)
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BioMInT - GPSDB

Download all 14 detabases aacordingto SIB (+ SwisdProt)
Extraa all relevant fields & links from each DB separately
Create all pairs of synonyms (noting Source DB, field, ID)
10,059,614 synonym pairs; 562,628 unique names (Dec.04)
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BioMInT - Homonymy Recognition

Synonym Group = A group d database entries conrected by
Inter-database links, all deding with same gene/protein entity.

Homonym = Name which appeas in more than ore Syn.Grp

Eadh o ten queries was expanded with all synonyms, and
then checked for homonyms. All found hanonyms were
verified by danain experts. Accuracy=100%.

Removing homonyms. almost no change

In ranking performance by two measures.

Conclusion: Homonyms can be readily
recognzed, bu havelittle impad on
ranking for medical annaation.
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vhl
xpc
wrn
tulpl
wtl

HRCA1,RCA1
pl25
RECQL2 RECQL3
RP14
WAGR
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L ogistello - Logistic Regression for Othello

Othello/Revers

* White and Black stones onan 8x8 bard
e |nead step, outflank an enemy stone

e Reped until no more moves possble.

o Player with most stoneswins.

Standard Al Approach to Game Playing

« State-Evaluation Function: How good is
this position? I.e. how likely am | to win?

 Alphabeta Search: Smulate  all
reasonable moves, evaluate |eaf positions.

Usual approach to model state-evaluation
functions: Assume linear combination
of input features with lear ned weights.
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L ogistello - Logistic Regression for Othello

Logistello
* One of the strongest Othello programs (as of 2002

« Evauation function was leaned via Logstic Regression
using 2.5million examples and 1.5 million features. Data
from playing with ather programs, experts and self.

diagonal 5  diagonal 6 diagonal 7 main diag.

* Mohility feaures: How many His°
actual and potential moves
do I have? (vs. opponent) edge  horizontal 2 horizontal 3 horizontal 4

» Pattern features. Diagonals,
Edges, Corners... (seeright) vl comes 223 comes Sl 7X ek comes

Experimentation and back-  PEeeHHH PoettHH HEHHEH oee

ground knowledge essential.

© Alexander K. Seevald
aex@seavald.at / alex.seevald.at

14



Natural L anguage Processing

Classical approach to NLP: Lingusts create universal
grammar for a given language, which is then used to parse
arbitrary sentences (syntactic — semantic — pragmatic level)

Universally applicable, but intractable for real-life tasks.

State-of-the-Art approach: For specific goplicaion, crede
dataset of training sentences with relevant information
marked up (= corpus); then train ML system to predict
relevant information.

Much effort needed to create corpora, but feasible. E.g.

* Speech reagntion: Mohile phore speech daling, dctation
systems (e.g. Philips SpeedMagic for Radiologists)

e Text Mining, Inf. Retrieval & Extradion (e.g. BioMinT)
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Computer Vision

Computer Vision has previously been investigated by
manual programming while state-of-the-art approaches
utilize machine learning techniques. Similar to NLP,
this is transforming the field and creating new
challengesfor ML:

« High data volume, high speed processng. For some
applications, direct hardware implementation is neaded.

 Tempora structure of inpu/output, e.g. for tradking.

« Amount of (costly!) training data for acaeptable accuracy.
Unsupervised leaning is not working very well right now.

 Integrating background knavledge on scene and petterns.

Essential for RoboCup, autonomous driving, space probes
(e.g. Mars Explorer), vacuum cleaning robots...
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Current Topicsin ML Applications

Self-healing Systems (e.g. Solaris 10, MS Zero Admin Kit)

* Very basic —mainly structured log files. The real challenge
will be inferring the primary error from thousands of error
messages (e.g. telecomm. network: ~ 500,000errors daily,
mostly non-criticd misconfiguration and transient errors)

Intrusion / Novelty detection (~One-Class lear ning)
 Very littletraining data. Needs new learning systems!
« Potentially useful to design systems knowing their limits.

Music Clustering (e.g. | lands of Music)
» Display songs by ssmilarity (MusicGroup @ OFAI)
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